I. Distributed Key Generation and its Applications

A trusted authority, in some form, is essential for many secure systems. However, this requirement always leads to the liveness-related issue of single point of failure and sometimes to the more undesirable security issue of key escrow. Resolving these two issues is of paramount importance while designing secure systems for use over the Internet where denial-of-service attacks and malicious entities are widespread. Although distributed cryptography has emerged as a natural choice to mitigate these problems, the cryptography literature largely has failed to provide protocols suitable for the Internet. Namely, the aspects related to the practicality of these protocols have been largely ignored and usable implementations for most of the distributed cryptographic primitives are not yet available. This need for practical distributed cryptographic protocols motivated most of my PhD thesis work.

Distributed Key Generation. Distributed key generation (DKG) [19] is a fundamental building block of distributed cryptography, distributed pseudo-random functions and many other distributed computing primitives. It is a prominent example of a well-studied cryptographic protocol that lacks a practical design and implementation.

As our first contribution, we observed the need for a Byzantine agreement protocol for DKG over the Internet [12]. We then designed a DKG protocol by defining the verifiable secret sharing (VSS) and the agreement protocols in a system model that arguably depicts the Internet by considering Byzantine adversary with crash-recoveries and network failures in an asynchronous communication setting. We also obtained proactiveness as well as group modification primitives for our solutions. To verify the efficiency and the reliability of our protocols, we implemented and tested our DKG protocol on the PlanetLab platform [11, 14, 22]. While our above DKG protocol achieves the uniform randomness of the shared secret in the random oracle model [14], we are working towards in a protocol with the uniform randomness property in the standard model.

(a) Application to Identity-Based Cryptography. The key escrow and single point of failure properties of identity-based cryptography (IBC) necessitate the use of a distributed private-key generator (distributed PKG) [7] to make IBC suitable for systems outside the usual closed organizational settings. As the first application of our DKG protocol [13], we have designed provably secure protocols for three important identity-based encryption (IBE) schemes: Boneh and Franklin’s BF-IBE, Sakai and Kasahara’s SK-IBE, and Boneh and Boyen’s BB₁-IBE. In the process, we have also formalized distributed PKG setup and private key extraction primitives for IBEs.

(b) Application to Distributed Hash Tables. As the second application, we have used our DKG protocol and threshold signatures to define two new efficient robust communication protocols for quorum-based distributed hash tables (DHTs) [22, 23]. Several analytical results exist on DHTs that can tolerate Byzantine faults. These results incur significant communication cost in order to achieve message routing. In this work, we obtain two robust communication protocols adding threshold digital signatures on top of our DKG system. Both of these protocols asymptotically reduce the communication costs of previous solutions against a computationally bounded Byzantine adversary, and importantly, no trusted third party is required in the system. We present results from microbenchmarks conducted over the PlanetLab platform, which show that our protocols are practical for deployment under significant levels of churn and adversarial behavior. Recently, using the concept of oblivious transfer, we extended our robust communication protocols to obtain privacy for queries keys [3].
(c) **Application to Password Authentication.** In password-based authentication, an authentication server maintains user passwords in a derived form (by employing a one-way function) in a so-called “password file”. Given the scale and the frequency of server compromises over the Internet, **offline dictionary attacks** on these password files present a critical security challenge for the authentication systems. A threshold password authentication protocol mitigates this challenge by distributing password verification data among multiple servers. Recently, using our DKG protocol in a batched and offline manner, we designed and implemented a threshold password authentication protocol which unlike its all predecessors [5, 17] tolerates server-faults without restarting protocol instances [20].

II. **Computational VSS**

VSS is an important primitive in distributed cryptography that allows an untrusted dealer to share a secret among \( n \) parties in the presence of an adversary controlling at most \( t \) of them.

**Non-homomorphic Commitments.** In the computational complexity setting, the feasibility of VSS schemes based on commitments was established over two decades ago. However, all known computational VSS schemes relied on the homomorphic nature of these commitments or achieve weaker guarantees. As homomorphism is not inherent to commitments or to the computational setting in general, a closer look at its utility to VSS was called for.

In that direction, we demonstrated that homomorphism of commitments is not a necessity for computational VSS in the synchronous or in the asynchronous communication setting [4]. We presented new VSS schemes based only on the definitional properties of commitments that are almost as good as existing VSS schemes based homomorphic commitments. Furthermore, they have significantly lower communication complexities than their (statistical or perfect) unconditional counterparts. Considering the feasibility of commitments from any claw-free permutation, one-way function or collision-resistant hash function, our schemes can be an excellent alternative to unconditional VSS in the future.

**VSS Round Complexity.** In the same work, we also observed that a crucial interactive complexity measure of round complexity was never formally studied for computational VSS in the synchronous setting. Interestingly, for the optimal resiliency conditions of \( n \geq 2t + 1 \), the least possible round complexity in the previously known computational VSS schemes was identical to that in the (statistical or perfect) unconditional setting: three rounds. Considering the strength of the computational setting, this equivalence was certainly surprising. We showed that three rounds are actually not mandatory for computational VSS, presented the first two-round VSS scheme for \( n \geq 2t + 1 \), and lower-bound the result tightly by proving the impossibility of one-round computational VSS for \( n \leq 3t \) given \( t > 1 \) [4]. Our efforts also resulted in a new **two-round** VSS scheme using homomorphic commitments that has the same communication complexity as the well-known **three-round** Feldman and Pedersen VSS schemes [19].

**Polynomial Commitments.** A polynomial commitment scheme allows a committer to commit to a polynomial with a short string that can be used by a verifier to confirm claimed evaluations of the committed polynomial. We introduced and formally defined polynomial commitment schemes, and provide two efficient constructions [15]. Although the commitment schemes such as discrete logarithm commitments or Pedersen commitments used in the VSS literature achieve this goal, the sizes of their commitments are linear in the degree of the committed polynomial. On the other hand, polynomial commitments in our schemes are of constant size (single elements), and the overhead of opening a commitment is also constant. Therefore, our schemes are useful tools to reduce the communication cost in VSS [15, 2]. The schemes have also been used in other verification primitives such as zero knowledge (ZK) sets [10, 18, 21].
III. Distributed Computing

In recent years, there have been a few proposals [8, 16] to add a small amount of trusted hardware at each party in a Byzantine fault tolerant system to cut back replication factors. These trusted components eliminate the ability for a malicious party to perform equivocation, which intuitively means making conflicting statements to different parties. In an ongoing work, we define non-equivocation and study its power in the context of distributed protocols that assume a malicious adversary model [9]. We show that non-equivocation alone does not allow for reducing the number of parties required to reach Byzantine agreement in the asynchronous communication setting, by proving a lower bound of $n > 3t$ parties for agreement with non-equivocation. However, when we add the ability to guarantee the transferable authentication of messages (e.g., using digital signatures), we showed that it is possible to use non-equivocation to transform any (honest-but-curious) protocol that works under the crash fault model into a protocol that tolerates malicious faults, without requiring an increase in the number of parties.

Our current transformation, however, does not immediately work for distributed cryptographic protocols such as asynchronous VSS and asynchronous multiparty computation (AMPC), where confidentiality (or secrecy) is also required. In a recent effort, we have extended the utility of non-equivocation to VSS and MPC and improve the resiliency bound and efficiency for AMPC using non-equivocation [1]. In particular, using non-equivocation, we present an AMPC protocol in the asynchronous setting, tolerating $t < n/2$ faults. From a practical point of view, our AMPC protocol requires fewer setup assumptions than the previous AMPC protocol with $t < n/2$ by Beerliová-Trubíniová, Hirt and Nielsen [6]: unlike their AMPC protocol, it does not require any synchronous broadcast round at the beginning of the protocol and avoids the threshold homomorphic encryption setup assumption. Moreover, our AMPC protocol is also efficient and provides a gain of $\Theta(n)$ in the communication complexity per multiplication gate, over their AMPC protocol.
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